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;.2cTRACT

The complete MINOS III facility has been delivered by SRI to USAEOOM

at Fort Monmouth, New Jersey, and demonstrated to the sponsor's tcc'icial

pers..-nnel. Operation can be demonstrated under the control of three

different computer programs: an opj rating program, a diagnostic program,

and the CALM !V learning-machine program.

A::,corplishmemts during the three years of the project are reviewed.

Co]li'- cted tables of contents are prnvided to guide the reader to appro-

!)riate references among the ten Quarterly Reports of the project.
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I ACCOMPWLISHMtENTS UNDER "ONTRACT DA 28-("3 AMC-01901(E)

A. 11livery of the MINOS III Facility

The complete MINOS III pattern-re,.ogniti on facility, inc4uding the

MINOS II learning machine, the SDS 910 computer, the 1,024-image pre-

processor, the computer-controlled TV canera scanning system, and the

extensive interface connecting these units, was delivered by SRI to the

sponsor (UAECOM) at Fort Monmouth during November 1968. In the period

from 2-13 December 1968, Dr. John Munson and Mr. Peter Johanson of Stan-

ford Research Institute checked out the system at Fort Monmouth and de-

monstrated its operation to the sponsor's technical peAsonnel, Mr. William

A. Huber and Mr. Richard Loiselle. The same persons had also witnessed

demonstrations of the operation of the equipment at SRI in late October

1968, before the system was shipped.

[uring both demonstration poriods, the MINOS III facility success-

fully perlorr ' the fulI sequence of activities required for the pattern

recogn it ion of graphical data. These act ivi ties included sc,,nning und

computer control select. ive attnteion and isolation of character images,

edge-detecting preprocessing, and adaptive pattern classification. Ha rd-

ware methods aid alternat e software met hods were demonstrated for both

preprocessing aid classificationl.

ThC system perfomqls un1der an1y of three riUct iona I ly integrated

computer progrlms. File diagnostic pr'ogram a f fords: I c(nvei'nt menanS

of checking: out, unit by Unit, the hardwarc components of the MINOS III

facilitv. The CALAM IV program, the descendant of a numbtr of learning-

machine simulatloll programs, allows extremely flexible control of the

entit' ' i 're IIge of operations of botlh the hai-dwire and seftwarc adaptive

pat tern Cla.ssi Ier.s (1 ca rnling michli nes) . The miiin demonstration and

op.rating vehicle,We operating program, allows :'-xible control of any

oper't ing sequence invol '. iug scanning, hardwaru. aind./or sot'tware prepro-

_xsSilng, classification sith MlNOS I, and disp, 'iy of the data at varn-

OL- H t agi's.A



Complete documentation, running to several volumes, was included

with the delivered system. The documentation included listings and

operating descriptions of the three main computer programs and their

myriad component subprograms, drawings of the MINOS II and interface

circuitry, descriptions and notes for the facility subsystems, manuals

for commercially manufactured equipment included in the facility, etc.

B. System Integration

The successful delivery of the MINOS III facility was the culmina-

tion of what may be called, from the hardware standpoint, the period of
,

system integration, During the preceding contract, emphasis was on

equipment-building, and the major elements of the MINOS III facility--the

MINOS II learning machine, the 1,024-image preprocessor, the SDS 910 com-

puter, and the TV camera input--were all built or acquired. These units

were not tied together, however, in a fully operating system; thus pat-

terns could not be carried through the scanning, preprocessing, and clas-

sification operations in a single run. In particular, it was not possi-

bIlt for patterns scanned by the TV camera and isolated in the computer

to be presented to the 1,024-image preprocessor.

During the present contract, under the imptetus of our expe2rimental

needs, this integration of the system components was completed to pro-

duce the MINOS III facility. The integration of the facility has yielded

a degree of operating convenience in running experiments and domoustra-

tions that far exceeds what was possible in the pre vious modes (f

operation.

C. Expe 'Kne, ts in Hand-Printed Text Recogni, i.

our major effort in the present contract, aside from system-building,

went into experiments aimed at applying the facility to a. potentially

important problem: the automatic recognition of tcxts of hand-printed

characters on coding sheets. We believe that our research broke new

ground in several areas. First, of course, wa.s the use of the particular

techniques embodied in the MINOS III facility to perform experiments on

a significant body of hand printing. Second. we found a striking

DA 36-039 AMC-03247(E). The final report for that project is itvaiLible
as an ASTIA document, AD 632 563.
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improvemnent in performance in going from multiple-coder reco.-nitiort to

single-coder recognition, Lind an additional improvement when we harnessed

multiple-pattern views and multiple preprocessor class-.icr combinations

in parallel. Finally, we performed a pioneerin study on the use of

context in a specific langusrge to improve recognition performance.

Our work wa.- described and summarized in i patir if technical papers

presented ait the 19368 Fzall Joint Computer Conference, ais well as being

described throughout the Quarter.1%y RtpIot s of thi project, Thoy vaaers

d~Cipdi- in the GonlerLiicu troceeding.> under the coimmor t itle o! "Experi-

ments 4n the Recognitioi t ofHand-Printed Text," with Pairt I, "Cha,,racterI
Recognition," lby J. MunISon1, anid V- 11"Context Ana [vs is," by Richard

0. Duda and PeteCr E. lhi t . The ()olI 111C Ut'AECOM t 01 1this PDi'0 ect

IS ICknoidc int! ~n hc st--;Ion ('11 h dPi~~

Cha -nz- t r Reco~gnit1ion" It !he con to rknc(. t he p r-- 'k r p roeon ted to

a s OhlI~gruo-onv .idincroI ox or 200ortn



If COLLECTED TABLES OF CONTENTa

The work performed during this project has been described in detail

in the ten Quarterly Reports issued during the project. As a necessary

consequence, the overall arrangement of material is chrono;legii l ra, her

than by subjects. In order that this Final Report const itute a convenl-

.. ,,L !.ist point of reference for the various .ub jtjcts--hardware sub-

systems, classification experiments, context exp eitlce:ntltS., ktc -.-. c collect

below the Tables of Contents from the ten Qutrtcrly Reports. Tie repor's

pert.n'ent to any subject i rea cin be (et.ermined Lhv sanulli the collected

contents.
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